VIVA QUESTIONS

1. Define Soft computing

2. What are the constituents of soft computing

3. how is Artificial intelligence different from computational intelligence?

4. What is an expert system?

5. What are the characteristics of neuro-fuzzy and soft computing?

6. What is the difference between a classical set and a fuzzy set?

7. Define membership function?
8. give an example of a fuzzy set with discrete ordered universe?

9. Give an example of a fuzzy set with continuous universe?

10. What are the different types of expressions of a fuzzy set? Give examples

11. What is a linguistic variable?

12. Define support, core,  normality, crossover points, Fuzzy singleton?

13. What is alpha cut and strong alpha cut? Why is it required? 

14. Define convexity

15. work out small problems to prove laws of associativity, commutativity, distributivity, idempotency

16. Try working out small examples on union and intersection

17. What is the difference between Cartesian product and Cartesian co-product  

18. Study ALL the membership functions
19. Explain extension principle

20. Define binary fuzzy relation

21. What is the difference between max-min composition and max-product composition

22. What are hedges?

23. why do u use connectives?

24. What happens when u do concentration and dilation of linguistic variables?

25. If membership of young and old are given, how will u compute the memberships for the following composite linguistic terms

a. More or less old
b. Not young and not old

c. Extremely old

26. What is contract intensification?
27. What is a fuzzy implication?

28. What are the steps of fuzzy reasoning or approximate reasoning?

29. Explain mamdani fuzzy model?

30. explain sugeno fuzzy model?

31. tsukomotto fuzzy model?

32. what are the types of input space partitioning?

33. explain McCulloch-Pitts model?

34. What are the models of ANN?

35. What is recall?

36. what are the types of neural processing?

37. What is the difference between supervised and unsupervised learning?

38. Explain Hebbian learning rule?

39. explain perceptron learning rule?

40. Explain Delta learning rule?

41. Explain Widrow-Hoff Learning rule?

42. Explain WinnerTakeAll Learning rule?

43. State 5 comparisions/differences between the conventional and neural network computation

44. What is f’(net) in case of bipolar continuous and unipolar continuous

45. Draw and explain the block diagram of EBPTA?

46. What are the factors that affect the EBPTA?

47. What is the purpose of the momentum method?

48. Explain the working of RBF?
49. Solve the EXOR problem using RBF?

50. What are the similarities and differences between RBF and MLP?

51. What is linear separability?

52. What is simulated annealing?

53. What is boltzmann learning rule?

54. What is a competitive net?

55. explain kohenon’s learning?

56. what are the methods used for weights updation in competitive learning’

57. explain the algorithm used in LVQ?

58. explain the least square estimator?

59. how do u compute eigen values and eigen vector?

60. What is steepest descent?

61. where do u use newton’s method of optimization?

62. What are random methods?

63. explain the working of Genetic algorithms?

64. What is schemata, order, defining length of a schema H.

65. how do u solve the TSP using gA?

66. explain the working of ANFIS?

67. explain character recognition?

68. gas mileage?

69. inverse kinematics problem

70. color recipe problem?


